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ABSTRACT

Deep learning approaches have demonstrated success in modeling analog audio effects. Nevertheless, challenges
remain in modeling more complex effects that involve time-varying nonlinear elements, such as dynamic range
compressors. Existing neural network approaches for modeling compression either ignore the device parameters, do
not attain sufficient accuracy, or otherwise require large noncausal models prohibiting real-time operation. In this
work, we propose a modification to temporal convolutional networks (TCNs) enabling greater efficiency without
sacrificing p erformance. By utilizing very sparse convolutional kernels through rapidly growing dilations, our
model attains a significant receptive field using fewer layers, reducing computation. Through a detailed evaluation
we demonstrate our efficient and causal approach achieves state-of-the-art performance in modeling the analog

LA-2A, is capable of real-time operation on CPU, and only requires 10 minutes of training data.

1 Introduction

While a significant amount of processing in audio and
music production is performed digitally, there is a rich
history of analog equipment that remains in high de-
mand for its unique sonic signature. As a result, there
has been an interest in virtual analog modeling [1H5]],
the task of constructing digital models to emulate these
analog devices. While there are a range of traditional
approaches in analog modeling, there has been a grow-
ing interest in neural network approaches [6H9]. These
approaches enable constructing emulations using only
input-output measurements from the device, which has
the potential to significantly lower the engineering ef-
fort in creating effect emulations.

Thus far, applications of neural networks for audio
effect modeling have focused mostly on modeling

vacuum-tube amplifiers [[10H13] and distortion cir-
cuits [6}[7, 9} 14, [15]. In contrast, time-varying nonlin-
ear effects, like dynamic range compressors [[16], po-
tentially pose a greater challenge in the modeling task
due to their time-dependant nonlinearities, and have so
far seen less attention. A model of the 1176N compres-
sor was proposed [8], but it did not address the device
control parameters and was evaluated only with electric
guitar and bass signals. Modeling the LA-2A was ad-
dressed in [17,118]], and while their model captured the
overall characteristics of the device, it exhibits artifacts,
is noncausal, and not capable of real-time operation,
limiting its utility in audio engineering contexts. Re-
cently, temporal convolutional networks (TCNs) have
shown success in modeling dynamic range compres-
sion [|19,120], however, these models are also noncausal
and computationally expensive.
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To address these limitations we propose a more effi-
cient and causal formulation of the TCN with the aim
of facilitating real-time operation on CPU. We realize
that while computation across the temporal dimension
can be parallelized in the TCN, computations through
the depth of the network are sequential. Therefore
shallower networks provide one route towards greater
efficiency, yet often at the cost of smaller context win-
dow sizes, also know as the receptive field, which may
limit the accuracy of the model.

Our proposed efficient TCN employs rapidly growing
dilation factors, effectively enforcing very sparse con-
volutional kernels, which facilitates shallow networks
that achieve the same receptive field as deeper networks.
We carry out a range of experiments to validate our pro-
posed architecture in the task of modeling the analog
LA-2A compressor. We demonstrate that our proposed
TCN architecture with fewer layers and sparse kernels
performs competitively with larger noncausal formula-
tions, producing strong results in a listening test, while
also running in real-time on CPU. Additionally, we
examine the role of dataset size and find that only 10
minutes of training data is required. We provide audio
examples, code, and pre-trained models online{ﬂ

2 Background

We consider an audio effect f(x, ) that takes as input
an audio signal x € X and a set of P parameters ¢ € R”
that control the operation of the system, producing a
corresponding processed version of the signal y € V.
In the case of an analog effect, x and y are continuous
time signals. Since we aim to create a digital emulation,
we utilize discrete time measurements, treating these
signals as vectors x,y € RS with S samples.

Our aim is to construct a neural network gg(x, ¢) that
produces a signal j perceptually indistinguishable from
the output y of the real effect. The modeling process
involves training gg (x, ¢ ) with a dataset of E examples
D = {(x;,yi, ¢:) }£_, containing input-output recordings
(xi,y;) at different device configurations ¢; . A loss
function L(J,y) is used to measure the difference be-
tween the output of the network and the target sys-
tem, which provides a means to update the weights 6
through a given number of optimization steps. A suc-
cessful model will accurately capture the behavior of
the system across the space of control parameters @ as
well as the space of all possible input signals X.

lhttps ://csteinmetzl.github.io/tcn-audio-effects
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Fig. 1: TCN [20] with a series of convolutional blocks
along with conditioning module (MLP) that
adapts the gain ¥, and bias 3, at each layer as a
function of the control parameters ¢.

2.1 Related work

While there has been significant work in neural network
approaches for distortion-based audio effects [6H15, 21+
23], there has been less work in modeling analog dy-
namic range compression. The 1176N compressor was
addressed in [8], where the authors utilized a range
of different architectures including convolutional, re-
current, and a combination of the two. While their
objective evaluation and listening test indicated strong
performance in the task of modeling this compressor,
their approach was limited in that they only considered
one configuration of the device parameters. In addition,
they trained and evaluated their models using only elec-
tric guitar and bass signals at a sample rate of 16 kHz,
potentially limiting application to other sources.

A dataset containing measurements from the analog
LA-2A was presented in [17]], as well as a model using
an autoencoder operating on spectral representations.
While their approach modeled the device parameters,
used a wide range of content (voice, music, noises, etc.),
and operated at 44.1 kHz, it was found to exhibit notice-
able artifacts. Further experimentation found reducing
the diversity of sources in training and evaluation im-
proved performance, but architectural modifications
were not successful in addressing the artifacts [18]].

Similar to the feedforward WaveNet [24] employed
in modeling the 1176N [8]] and distortion effects [13]],
a modified TCN was proposed for modeling a range
of effects including compression, along with the con-
trol parameters [19, [20]]. Their approach replaced the
gated convolution with feature-wise linear modulation
(FiLM) to adapt based on the control parameters. This
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approach achieved state-of-the-art performance in mod-
eling the LA-2A, however, these models are relatively
large and noncausal, prohibiting real-time operation.

This architecture of the state-of-the-art TCN is shown
in Fig. [T} It consists of residual blocks, composed
of 1-dimensional convolutions with increasing dila-
tion factors, followed by batch normalization, condi-
tional feature-wise linear modulation (FiLM) [25]], and
a PReLU [26] nonlinearity. To obtain a large recep-
tive field multiple blocks are stacked with a dilation
factor that grows as a power of 2 as the depth of the
network increases. A network with NV layers uses convo-
lutions with a dilation at layern € 0,1,...,N — 1 given
by d, = 2". This enables a larger receptive field in a
more efficient manner using progressively more sparse
convolutional kernels.

The FiLM operation enables adaptation of the network
behavior based on the control parameters. This in-
volves an affine transformation of intermediate acti-
vations h, with a set of scaling ¥,, and bias 3, pa-
rameters for each channel that are unique to each
layer. This operation at the n™ layer is given by
F(hue,Yne,Bnc) = Yachne + Bnc, Where ¢ is the chan-
nel index. In order to generate the scaling and bias pa-
rameters for each layer, a multilayer perceptron (MLP)
projects the device control parameters to an embedding
z € RY, shown in Fig. || Left. A linear layer at each
block uniquely adapts z, the global conditioning, to
produce 2C, values, where C, is the number of convo-
lutional channels at the n™ layer.

3 Proposed method

In the design of a TCN for real-time operation we
combine a causal formulation of the TCN along with
an overall shallower network by using convolutions
with rapidly growing dilation factors.

We first consider the requirement for noncausality,
which imparts a lower-bound on the latency our system
can achieve. While noncausality may aid in the model-
ing task, a causal TCN should be capable of modeling
our causal analog system. We propose to do so by
adopting causal convolutions, which are a common fea-
ture of TCNs [27], and have been utilized in previous
work on modeling distortion effects [[13]].

In the case of the noncausal TCN [20], the input re-
ceptive field is split evenly between the past and future
samples, such that a delay of ~150 ms is required for
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Fig. 2: Effect of the dilation growth on the recep-
tive field of the TCN in milliseconds at f; =
44.1kHz as a function of the number of layers.
Here we use a TCN with kernel size K = 13.

adequate “look-ahead”. To achieve causality, the out-
put must be a function only of current and previous
inputs, which can be achieved with adequate padding.
Causal convolutions pad the input on the left with r — 1
samples, where r is the size of the receptive field of the
model. This ensures that the output at each time-step is
a function only of the current and past inputs.

Since we opt to only pad the input signal, and not the
intermediate activations, the output of each convolution
will be smaller than the input. This requires we crop the
residual connections in each TCN block. Care must be
taken to perform cropping of the residual connections
correctly depending on the causality of the model. In
the noncausal case, a central crop is taken across the
temporal dimension, while in the causal case, this crop
selects the last S samples, where S is the number of
time-steps at the output of the convolution.

However, causality does not necessarily produce a
model capable of real-time operation. The model must
additionally be able to process a buffer of S samples in
less than S/ f; seconds, where f; is the sample rate. To
reduce the computational complexity of the TCN, we
acknowledge that while computation across the tem-
poral dimension can be parallelized within the frame,
computation through the depth of the network cannot.
Therefore, one straightforward route to decreasing the
run-time involves simply constructing shallower net-
works. Unfortunately, this often comes at the cost of
a smaller receptive field assuming the kernel size and
dilation pattern are maintained, which often leads to a
decrease in the model accuracy.

To rectify this, we propose a simple modification. We
can achieve a comparable receptive field with fewer
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layers by using dilation factors that grow more rapidly
in comparison to the base 2 convention [28], d,, = 2"
withn € 0,1,...,N — 1. In the case of the TCN with N
layers, the receptive field at the n™ layer is given by
the recursion r, = r,—1 + (K — 1) - d, where K is the
kernel size, and d is the dilation factor. The receptive
field at the first layer is given by the kernel size ro = K.
Following this, we plot the receptive field of different
TCNs as a function of the network depth N and the
dilation growth with kernel size K = 13 in Fig.

The noncausal TCN from [20] requires N = 10 layers
in order to achieve a receptive field of approximately
300 ms. While less common, some recent speech syn-
thesis models employ more aggressive dilation patterns,
such as d, = 3" [29, 30]. However, this still requires
N =T layers to achieve a comparable receptive field.
Therefore, we propose to use an even larger dilation
growth, d, = 10", which enables only N = 4 layers to
achieve the same receptive field as previous methods.
Since the dilation factors are progressively increased,
the first few layers still use relatively dense filters, as
in the previous approaches, yet with the later layers
achieving much larger receptive field. To our knowl-
edge, there has been no investigation of models that
utilize dilation factor growth at this rate.

4 Experimental design

4.1 Dataset

To validate our proposed TCN in the analog audio
effect modeling task we consider the SignalTrain
datasetE] [[L7]. This dataset provides approximately 20
hours of input-output recordings at f; = 44.1 kHz from
the analog LA-2A dynamic range compressor. It covers
a diverse range of audio content including individual
instruments, loops, and complete musical pieces, in
addition to tones and noise bursts. This compressor
features two control parameters: a binary switch that
places the device in either compress or limit mode, as
well as a continuous peak reduction parameter that con-
trols the amount of compression as a function of the
input level. The dataset provides audio processed by
the compressor at 40 different parameter configurations,
enabiling the ability to model the device at multiple
different configurations. We use the same training, val-
idation, and test split in the original dataset.

2(Version 1.1) https://zenodo.org/record/3824876

4.2 Models

We re-implement the TCN from [20, 31]], which we
denote TCN-324-N. This model has 10 layers with a
dilation pattern given by d, = 2", where each layer
includes 32 channels. This model is noncausal and
achieves a receptive field of 324 ms at f; = 44.1 kHz.
We also adapt the LSTM architecture proposed in [[6],
which we denote LSTM-32, since it features a single re-
current layer with 32 hidden units. We consider variants
of the TCN to investigate the impact of noncausality,
and the ability to achieve greater efficiency with shal-
lower networks and larger dilation factors. These also
employ 32 channels, but utilize a more rapidly growing
dilation pattern given by d,, = 10", enabling the use of
fewer layers with a similar receptive field.

In order to observe the impact of the receptive field
on model performance, we train variants of the effi-
cient TCNs with receptive fields of 101 ms (TCN-100),
302 ms (TCN-300), and 1008 ms (TCN-1000). To ob-
serve the need for noncausality, we train each model in
both causal and noncausal formulations. Models end-
ing in “-N” are noncausal, while those ending in “-C”
are causal. We also investigate the amount of training
data required. We train the TCN-300-C model with sub-
sets of the dataset that contain only 10% and 1% of the
training data by splitting the training set by the param-
eter configurations, and randomly sampling an equal
amount of audio from each of these configurations.

4.3 Training

All models were trained with a batch size of 32 and
inputs of 65536 samples (=1.5 s at 44.1 kHz) for a total
of 60 epochs on a single GPU. The only augmenta-
tion applied during training was a phase inversion of
the input and target signals applied with probability
p = 0.5 [17]. We employed Adam [32] with an ini-
tial learning rate of 3- 1074, decreasing the learning
rate by a factor of 10 after the validation loss had not
improved for 10 epochs. In evaluation, we used the
model weights from each configuration that achieved
the lowest validation loss during training. Additionally,
we used automatic mixed precision to decrease training
time and memory consumption, which we found had
negligible effect on the model performance or training
stability. We have made the code to reproduce these
experiments available onlineﬂ

3https://github.com/csteinmetzl/micro-tcn
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Model K N d C P Rf. RT (CPU/GPU) MAE | STFT| LUFS|
TCN-324-N[20] 15 10 2 32 162k 324 ms 0.5x / 17.1x 1.70e-2  0.587 0.520
TCN-100-N 5 4 10 32 26k 10lms 4.2x/37.1x 1.58e-2  0.768 1.155
TCN-300-N 134 10 32 51k 302ms 1.8x /37.3x 7.66e-3  0.600 0.602
TCN-1000-N 5 5 10 32 33k 1008 ms 0.5x /26.4x 1.20e-1 0.736 0.934
TCN-100-C 5 4 10 32 26k 10lms 5.0x/37.2x 1.92e-2  0.770 1.225
TCN-300-C 13 4 10 32 51k 302ms 2.2x/37.3x 1.44e-2  0.603 0.761
TCN-1000-C 5 5 10 32 33k 1008 ms 0.6x / 26.4x 1.17e-1 0.692 0.899
LSTM-32 - - - - 5k 0.9x /2.8x 1.10e-1  0.551 0.361

Table 1: Performance on the LA-2A test set. Models ending with -N are noncausal, and those ending -C are
causal. K is the kernel size, N is the number of layers, d is the dilation growth factor, C is the number of
convolutional channels, and P is the total number of trainable parameters. R.f is the receptive field in
milliseconds. The real-time factor (RT) is reported on CPU and GPU with a frame size of 2048 samples.

Model C P RT
324-N

MAE STFT LUFS
32 162k 0.5x/17.1x 1.70e-2 0.587 0.520

324-N 16 47k 1.3x/17.1x 4.38e-2 0.796 1.305
324-N* 8 16k 2.2x/17.1x 5.29e-2 1.143 1.315
300-C 32 51k 2.2x/33.4x 1.44e-2 0.603 0.761

Table 2: TCN-324 models using fewer convolutional
channels. *Model diverged during training.

4.4 Loss function

For training we used a combination of the error in the
time and frequency domains. We compute the mean
absolute error (MAE) for the time domain component
Liime and the multi-resolution short-time Fourier Trans-
form error [31} 33] for the frequency domain Lreq
component as used in previous work [20]. The over-
all loss function is given as a sum of these two terms
Loverall = Ltime + & - Lfreq- We used o = 1 in all experi-
ments. In effect this weights the frequency domain loss
more greatly, due to the differing scales of the terms.

4.5 Metrics

We considered three metrics for the objective evalua-
tion of the models. The first two are components of
the training objective, the MAE of the time-domain
signal, and the multi-resolution STFT error (denoted
STFT). As a perceptually informed metric, we define
the loudness error as the absolute error between the
loudness of the prediction and target signals computed
using the ITU-R BS.1770 perceptual loudness recom-
mendation [34}35]]. With this metric we can measure to
what degree the perceived loudness was captured by the
model, which is likely correlated with the application
of the correct gain reduction as a result of compression.

5 Results

Results comparing our causal and efficient TCNs to
previous approaches are shown in Table [T} The model
hyperparameters, K kernel size, N number of layers,
and d dilation growth factor are reported, along with
the number of model parameters P and the receptive
field in milliseconds. We report the real-time factor
(RT) for a frame size of 2048 samples, which is de-
scribed in more detail in Sec.[5.3] These results sug-
gest that causal formulations of the TCN are able to
achieve comparable performance to their noncausal
variants, with the most significant difference being that
noncausal models appear to achieve slightly superior
time domain performance and lower dB LUFS error.
However, the TCN-1000-C model is an exception, per-
forming slighter better than the TCN-1000-N across all
metrics.

With regards to the TCNss, it appears that models with
around 300 ms of receptive field achieve superior per-
formance. Although, this may be due to the smaller
number of parameters in the models with different re-
ceptive field. Nevertheless, the TCN-1000-C model,
which features few parameters and the largest receptive
field, is not capable of real-time operation. Our effi-
cient TCNs, which employ very large dilation growth
factors and are shallower than the TCN-324-N model,
yet have comparable receptive field and performance
while using a third of the parameters and providing up
to four times faster run-time on CPU.

Notably, the LSTM-32 model achieves the best perfor-
mance across both the STFT and LUFS metrics, but
an order of magnitude worse with respect to the time-
domain performance (MAE). However, it is difficult
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Model Data Config Total MAE STFT LUFS
324-N 100% 30m 19.5h 1.70e-2 0.587 0.520
300-C 100% 30m 19.5h 1.44e-2 0.603 0.761
300-C 10% 3.0m 1.9h 1.38e-2 0.587 0.630
300-C 1% 03m 11.3m 1.40e-2 0.599 0.740

Table 3: TCN-300-C with varying amount of data.

to make a conclusion based soley on these objective
metrics, which motivates our listening study as outlined
in Sec [5.4] The strong performance of the LSTM-32
demonstrates the major advantage of recurrent mod-
els, namely that they are able to achieve an adaptive
receptive field in a parameter efficient manner. In this
case, the LSTM-32 uses 32x fewer parameters than
the TCN-324 model. Nevertheless, while this class
of models is parameter efficient, processing across the
temporal dimension cannot be parallelized. In this case,
the LSTM-32 model is not capable of real-time opera-
tion on CPU in the PyTorch implementation even when
compiled via torchScripﬂ Additionally, the LSTM-32
model required over 8 times longer to train (108 hr)
compared to the TCN-300-C model (13 hr).

5.1 Parameter scaling

To further demonstrate the efficacy of larger dilation
factors, we demonstrated that merely scaling down the
parameters of the TCN-324-N model does not provide
comparable accuracy and efficiency. We trained nar-
rower variants of the TCN-324-N model with fewer
convolutional channels, as shown in Table 2] We found
that while scaling down the width of these models does
increase the real-time factor, it comes at the cost of
performance, with the TCN-300-C significantly outper-
forming these variants. This strengthens our claim that
using very sparse convolutional kernels is an effective
method for achieving sufficient receptive field without
sacrificing performance in the modeling task.

5.2 Data efficiency

While the SignalTrain dataset provides 20 hours of
recordings from the LA-2A, we investigated the re-
quirement for such a large dataset. We split the original
training dataset into random subsets, with a balanced
number of examples for each parameter configuration.
The 10% subset contains a total of 1.9 hours of audio
with 3 minutes of audio per configuration of the com-
pressor parameters. Furthermore, the 1% subset results

4https://pytorch.org/docs/stable/Jjit.html
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Fig. 3: RT on GPU (solid) and CPU (dashed) at differ-
ent frame sizes. RT greater than 1 is required
for real-time operation.

in a total of just 11 minutes of audio in total, with only
18 seconds per configuration. Results for the TCN-
300-C trained with these subsets are compared against
TCNs trained with the complete dataset in Table 3]

We found reducing the size of the training dataset did
not significantly impact performance. Surprisingly,
there is an improvement in performance using the
smaller training subsets. We hypothesize this could be
due to some special characteristics of the random sub-
sets that were selected. For example, perhaps more sam-
ples with tones and noise bursts were selected, which
could be more informative, or vice versa. This indi-
cates that modeling related analog dynamic range com-
pression effects could be achieved with significantly
smaller datasets. This greatly lowers the burden in
creating such datasets and agrees with findings from
previous works in modeling other effects [6} [11]].

5.3 Compute efficiency

We investigated the run-time of these models in a block-
based implementation that aims to mimic a standard
audio effect. The real-time factor (RT) is defined as

S
T-f,

where S is the number of samples processed at a sam-
pling rate of f;, and T is the time in seconds to process
those S samples. We measure the real-time factor at
power of 2 frame sizes, F € 32,64, ...,65536, on both
GPU and CPU. For GPU, measurements are performed
on a RTX 3090, and for CPU, measurements are per-
formed on a 2018 MacBook Pro with an Intel Core
i7-8850H @ 2.6 GHz. Results are shown in Fig. 3|

RT: ey
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on GPU (solid lines) and CPU (dashed lines). In this
block-based formulation, the TCN models require a
buffer of past samples such that we pass an input of
S+ r— 1 samples, where S is the number of output
samples and r is the receptive field in samples.

For the LSTM, the real-time factor on both GPU and
CPU is constant with respect to the frame size, which is
due to the inability to parallelize computations across
the temporal dimension. In our PyTorch implementa-
tion, we found the LSTM was close, but not able to
achieve real-time operation. On the other hand, we
found the real-time factor for the TCN model is pro-
portional to the frame size, with larger frame sizes
producing greater real-time factors as a result of greater
parallelization, both on CPU and GPU. This enables
real-time operation on CPU at frame sizes down to
1024 samples, which we found also to be the case in
our implementation of the model in a JUCE plugin.

This understanding of recurrent and convolutional mod-
els can help guide the architecture design process for
modeling effects. In cases where very low latency
is required, assuming a recurrent model of sufficient
size can run in real-time on the target platform, these
models provide a good option. On the other hand,
convolutional models demonstrate a clear advantage
in that larger frame sizes will provide a significant
speedup, useful in offline use cases, such as rendering
a mixdown, or when using neural audio effects in other
contexts, such as automatic mixing [20]. These results
represent a worse-case scenario, since optimized C++
implementations may achieve a speedup compared to
the PyTorch models used in our analysis [0, [7, 9, [36].

5.4 Listening study

To further evaluate model performance, we carried out
a multistimulus listening test, similar to MUSHRA [37]].
Five passages from the test set were used, each around
12 seconds in duration. We processed these stimuli
using the SignalTrain model, the LSTM-32 model, and
our proposed causal TCN-300-C model trained with
1% of the dataset (=~ 10 min). We did not include a
low quality anchor as there was no clear choice in the
case of dynamic range compression [38} 39]. We used
webMUSHRA [40]], which enabled the study to be
performed online, and allowed participants to instan-
taneously switch between different stimuli in order to
facilitate comparison of small differences.

We enlisted 19 participants, all of whom reported expe-
rience with audio engineering and were familiar with

Neural compressor modeling
MUSHRA
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Fig. 4: Ratings of the five passages from the MUSHRA
style listening studying with 18 participants af-
ter the post-screening process.

the LA-2A. We performed a post-screening analysis
to assess the participants, and removed ratings from
one participant who assigned the reference a score of
less than 50 in 4 of the 5 passages.Results from the
remaining 18 participants are presented in Fig. 4]

Both the LSTM-32 and TCN-300-C performed slightly
below the reference. With some stimuli the median rat-
ing of the LSTM-32 is greater (Song, Piano B, AcGtr),
while at other times the TCN-300-C is greater (Piano
A, EGtr). In contrast, it is clear that participants no-
ticed the strong noise-like artifacts produced by the
SignalTrain model. Some participants struggled to dif-
ferentiate between the reference and LSTM-32 and
TCN-300-C models, as they rated the reference lower
than these models in some cases. This is evident from
the high variance in the ratings for the reference.

To formalize these observations, we performed the
Kruskal-Wallis H-test, which indicated a difference
in the median rating of the models (F = 186.7,p =
3.21-107%%). A post hoc analysis using Conover’s
test of multiple comparisons revealed a significant
difference in the ratings for the reference and the
LSTM-32 (paqgj = 3.65-10~'1) and TCN-300-C (pagj =
6.84-10~?). This indicated, that while challenging, lis-
teners likely perceived a small difference among the
models in comparison to the reference.

Nevertheless, it appears there is no significant differ-
ence in the median ratings between the LSTM-32 and
TCN-300-C (pagj = 0.37). These results appear to
agree with comments from participants, where both
the LSTM-32 and TCN-300-C models were found to
very closely capture the character of the LA-2A with-
out imparting artifacts, but differ in cases of strong gain
reduction, letting some transients pass through more so
than the analog LA-2A.
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6 Conclusion

We demonstrated that TCNs employing causal convo-
lutions with rapidly growing dilation factors enable
shallow networks to achieve sufficient receptive field in
a compute-efficient manner. This causal and efficient
TCN formulation was effective in modeling the analog
LA-2A dynamic range compressor, ultimately enabling
real-time operation on CPU. A listening study found
that our proposed model achieved a high level of per-
ceptual similarity to the original device, outperforming
the previous SignalTrain model, using only 1% of the
full training dataset in the process. However, our results
indicated that while challenging, listeners were often
able to differentiate the emulations from the original de-
vice, leaving room for further improvement. Directions
for future investigation involve optimizations in plat-
form specific implementations for further efficiency in
real-time operation, as well as investigating how TCNs
with rapidly growing dilation factors generalize to other
audio effects and related audio signal processing tasks.
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